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ABSTRACT 

 

In this universe animals are one of the ancient creatures. An Elephant is one of such animal. They are friends of 

human beings and help them in many ways such as lifting heavy objects from one place to another, riding, etc. 

Today, there is a need to protect them we have done a survey work in this direction. We have used digital techniques 

for monitoring an animal. Data is collected regarding elephants kept in captivity of Tamor single, Surguja district 

Chhattisgarh.  Our work shows the application of Deep learning in digital images of animals. In the first section of 

our work, we have surveyed various elephants in captivity; Digital image preprocessing was used to filter the 

acquired images. CNN classifiers are used for extracting features from the input data. Each layer is a set of nonlinear 

functions of weight sum at a different coordinate. In our paper, we have given introduced forests, elephants, and 

techniques used to identify the age of elephants. In the second section application of Deep learning in a dataset of 

elephants, images were discussed. In the third section, the result of the classifier was given analysis was done on the 

base of parameters CNN Classification is giving 97% accuracy. Finally, conclusions were made. 
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1. INTRODUCTION 

 

The Elephant family structure is the largest creature on earth, in this way, The elephant group consists of members 

of the same family and leaves with the children in the middle of the group (Nad et al., 2018;  Pedregosa et al., 2011; 

Georgeseif, 2018). Elephant are of two type Asian elephant and African elephant. Avery elephant’s age is about 50 

to 75 years. Asian elephant, African elephant their ear garment are also smaller, Asian elephant’s ears may be or 

flattened (Wang et al., 2012; Borah et al 2005). Elephant body about 20 ribs (Joseph et al., 2017) 34 bones in the 

elephant tail (Das et al 2017). Elephant have about 326 to 351 bones. With 5 nails front legs and 4 nails in the back 

legs. Male elephant weight 5000 kg and female weights about 4000 kg the elephant’s trunk (Crizzi et al., 2018; 

Spagnolo et al., 2020). In Asian elephant, the male elephant has only elephant teeth, most of the female elephant 

does not have most teeth if it is too small, the weight of the elephant teeth is about 25 to 35 kilograms (Norouzzadeh 

et al., 2017,2018). The Asian elephant skin is about 2.5 centimeters thick with dark grey and brown colure (Duporge 

et al., 2020; Yin et al., 2019). The ear, forehead, and chest have a pink patch. As many females are there, feeding 

any mother elephant milk to a child, even if the child is not their own, the safety of the children is first in their hands 

(sahu et al., 2012; Romero 2017). The elephant milk to a child, even if the child is not their own, the safety of the 

children is first in their hands (Chan et al., 2006; Mishra et al., 2015). The male elephant are given the work by the 

female elephant. They take care of them as the female leads (Singh et al., 2018). The group when the group is 

moving, if necessary, they also forward the male, and the male who is removed from the group or kept away from 

the group is behind the group (Dargan et al., 2008; Thammaiah et al., 2018). Most of the male elephant are guard 

duty in the group, the team of elephant’s graze from evening to all night and morning, the group rests from morning 

to evening (Bhaga et al., 2017; Geonheo et al., 2019). Male elephant keep coming in the pulse, while some elephant 

sentry duty is done for the safety of the group (Shameem et al.; 2021, Narain et al., 2018). An adult elephant 

requires about 100 kg of dry fodder and about 300 kg of fodder feed. Elephant do 3 time as much fodder as the 

elephant eat (more et al., 2017; Narain et al., 2013). Any deep learning model requires a large amount of data to 

train and test it. In deep learning, a convolution neural network (CNN/ConvNet) is a part of a deep neural network 

that is applied to analyze visual image (More et al., 2021; More et al., 2018; Sharma et al., 2021). We convert neural 

networks to matrix multiplication but this is not the case with ConvNet. This is done using a special method called 

convolution, that how the shape of one is modified by the other (Narain Et al., 2013; Singh et al., 2021; Nayak et 
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al.,2020). An RGB image is matrix of pixel value with three planes whereas a grayscale imager is similar but has the 

same color (Nance et al., 2015) 

 

2. METHODOLOGY 
 

We have targeted thirteen elephants of Chhattisgarh state for our work. These elephants are kept in Tamor Pingla 

captivity in the Surajpur district of the Surguja region of Chhattisgarh. Elephants are divided into two categories i.e., 

Normal nature and attaching nature. By the use of deep learning, we identify the nature of each elephant. 

 We have noted the daily process of elephants according to time zone.  

 Elephant images have been collected in different time zone. 

 The date and time of each elephant have been noted and parameters have been set.  

We have used Deep Learning of Artificial Intelligence and checked the accuracy such as the Confusion matrix. 

 

 

 
 

Figure 1: Flow diagram of our work 

 

Preprocessing of data is done with the help of Image Resolution. The higher resolution of images is reduced as they 

take more time. Our image data set is of sequential nature and we use a binary classifier for our work. 

 

We hypothesized the following for our work: 

 

Hypothesis 1. The image identification technique could improve the robustness of our model by incorporating 

variability in input images, which might occur due to diverse imaging identification, exposure time, and varying 

Different elephant posture. 

Hypothesis 2. The solid mathematical foundation and better generalization capability of sequential model could 

uncover the subtle characteristics associated with elephant images. 

Hypothesis 3. The elephant identification based classifier could act as a multi-expert recommendation and reduce 

the probable chance of age of elephant. 

 

2.1   Elephant Images as Dataset  

 

In our present work, we have taken a sample of nine elephants. The age of these elephants was observed manually 

and their age was noted. These studies were verified by and deep learning technique. 
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Table 1: Image of elephant 

 

 
Figure 1:  Tirathram 

Male Elephant 

 
Figure 2:  

Duryodhana Male 

Elephant 

 
Figure 3:  Parshuram 

Male Elephant 

 
Figure 4:  Raju 

Male Elephant 

 
Figure 5:  Sivil 

Bahadur Male 

Elephant 

 
Figure 6: Sonu Male 

Elephant 

 
Figure 7: Ganga 

Female Elephant 

 
Figure 8:  Lali 

Female Elephant 

 
Figure 9:  Yog Laxmi Female Elephant 

 

2.2 Technical Discussion 

 

To predict age, we have taken two parameters 

Loss 

Accuracy 

These parameters are analyzed concerning the number of Epoch. 

The analysis is done in three respects 

Peak Analysis 

Linear Curve Fitting 

 

3. RESULT AND ANALYSIS 
 

After running our dataset in Deep Learning classifier, we got the following results. These results were analyzed 

under four parameters. 

 

3.1 Statistical Values of Accuracy  

 

In the given table to we have calculated statistical value for accuracy of our model. Total number of points which 

represent Number of epoch is 151. It gives us 87% of accuracy. Degree of freedom represents the number of 

independent values in an analysis without breaking rules. In our calculation it is 149. Residual sum of squares it 

represent sum of the square of the vertical devotion for each data point to the fifty range line. In our calculation it is 

9.07741. Pearson’s r It is used to measure the qualification of linear relationship between connected data. In our 

calculation it is -0.34062. R-Square (COD) is statistical term to measure the line rogation qualification. It is also 

known as Coefficient of determination. In our calculation it is 0.11602. Adj. R-Square it represents the strength of a 

model to fits the data. In our calculation it is 0.11009. 
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Table 2: Statistical Values 

Name of Points Accuracy 

Number of Points 151 

Degrees of Freedom 149 

Residual sum of squares 0.06726 

Pearson’s r 0.41085 

R-Square (COD) 0.16879 

Adj. R-Square 0.16322 

 

Accuracy of our Model 

 

In our work, we have taken Accuracy’s five peak indexes for all of the Gaussian types. The maximum Hight of each 

peak is -0.044. Center gravity ranges from 101. Degree of freedom 137, and Adjacent R-Square 3.45596. The 

number of data points is 152 and chi^2 2.64041. 

 

‘  

 

Figure 2: Graph of Accuracy 

 

Accuracy Peak 

In our work Peak type is a Gaussian peak. Its value is from 1 to 5 and the area is considered negative. In Full with 

half maximum (FWHM) maximum value is 1.64513 and the minimum value is -0.08904.Maximum height is 

considered in negative maximum center gravity is 101 and area integer p is also in negative. 

Linear Fit 

We have considered the Accuracy test for the linear fit data set.  The equation for nodes is  

Y = a + b * x 

Where, 

 Y=Output of population statistic 

 a, b = Input variable of population statistic 

 x = independent variable for line and data 

Input data is from the range 1 to 151. There is no masked data and bad data in the linear fit dataset.  

Accuracy is under two sections interception and slope. Parameter and value of interception and slope are 

standard_error, t_value and probability. These values help us to find the accuracy of model. t_valueis the test 

statistic for t_test. It is calculated by the formula t_value= Fitted value/ Standard Error 

is under two sections interception and slope. Their parameters and value standard error, t-value and probability. 

 

Summary of Accuracy 

In this section, Accuracy is calculated under the two-section intercept second is the slope. Value of intercept is  
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0.96399 and slope is 2.19461E-4, standard error of intercept is 0.00348 and slope is 3.98968E-5, t-value of intercept 

is 276.67127 and slope is 5.50071, probability>|t| is 6.28659E-204 and slope is 1.60706E-7. 

Analysis of Variance for Accuracy 

We have done ANOVA testing to find out the influence of the dependence factor Age on the independent factor 

body structure of elephants. In this section, Accuracy calculates three sections first one is a Model, the second one is 

Error, and the third one is Total. DF is model value 1, the Error value is 149, and the Total value is 150. The Sum of 

Squares in the Model value is 0.01366, the Error value is 0.06726, and Total value is 0.08091. The mean square in 

the Model value is 0.01366, the Error value is 4.51382E-4. F-Value it represent the ratio of pair of two mean square, 

in our calculation it is 30.25777, probability>F is model value 1.60706E-7. 

 

3.2 Statistical values of Loss 

 

In the given table to we have calculated statistical value for accuracy of our model. Total number of  points which 

represent Number of epoch is 151. It gives us 87% of accuracy. Degree of freedom represents the number of 

independent values in an analysis without breaking rules. In our calculation it is 149. Residual sum of squares it 

represent sum of the square of the vertical devotion for each data point to the fifty range line. In our calculation it is 

9.07741. Pearson’s r It is used to measure the qualification of linear relationship between connected data. In our 

calculation it is -0.34062. R-Square (COD) is statistical term to measure the line rogation qualification. It is also 

known as Coefficient of determination. In our calculation it is 0.11602. Adj. R-Square it represents the strength of a 

model to fits the data. In our calculation it is 0.11009. 

 

Table 3: Statistical Values 

Name of section Loss 

Number of Points 151 

Degrees of Freedom 149 

Residual sum of squares 9.07741 

Pearson’s r -0.34062 

R-Square (COD) 0.11602 

Adj. R-Square 0.11009 

 

Loss Calculated in our Model 

In our model we have calculated loss under loss peak and leaner peak 

 
 

Figure 3: Graph of Loss 
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In our work, we have taken the Loss for peak index of all of the Gaussian types. The maximum Height of each peak 

is 1.39927. Center gravity ranges from 11 to 101. Degree of freedom 139, and Adjacent R-Square 3.90483. The 

number of data points is 151 and chi^2 = 4.32089. 

Loss Peak 

In our work Peak type is a Gaussian peak. Its value is from 1 to 4 and the area is considered negative. In Full with 

half maximum (FWHM) maximum value is 1.64535 and the minimum value is 0.14855. 

Maximum height is considered in negative maximum center gravity is 101 and area integer p is also in negative. 

Linear Fit 

We have considered the Loss test for the linear fit data set.  The equation for nodes is  

Y = a + b * x  

Where, 

 Y=Output of population statistic 

 a, b = Input variable of population statistic 

 x = independent variable for line and data 

Input data is from the range 1 to 151. There is no masked data and bad data in the linear fit dataset. 

Loss is under two sections interception and slope. Parameter and value of interception and slope are 

standard_error, t_value and probability. These values help us to find the accuracy of model. t_valueis the test 

statistic for t_test. It is calculated by the formula t_value= Fitted value/ Standard Error 

 

Summary of Loss 

In this section Losses calculated under the three sections first intercept second is the slope and the third section is 

Statistics. The value of the intercept is 0.37989 and Standard Error is 0.04048, the slope Value is -0.00205 and the 

Standard Error is 4.63505E-4. Statistics is Adj. R-Square value is 0.11009. 

Analysis of Variance for Loss 

We have done ANOVA testing to find out the influence of the dependence factor Age on the independent factor 

body structure of Elephant. In this section Loss calculate three sections first is a Model, the second one is Error, the 

third one is a Total. DF is model value 1, the Error value is 149, and the Total value is 150. The Sum of Squares in 

the Model value is 1.19144, the Error value is 9.07741, and Total value is 10.26885. The mean square in the Model 

value is 1019144, the Error value is 0.06092. F-Value in the model 19.55668, probability>F is model value 

1.87265E-5. 

 

4. CONCLUSION AND FUTURE WORK 
 

It is manually known that; the behavior of Elephants depends on Age and Gender. With technical development, we 

try to find out the age of elephants. Our model is depended on digital images and various techniques of deep 

learning. In our work, we have collected datasets from the forest area of Ambikapur, Chhattisgarh. We have 

acquired image of various body parts of elephants as our data set. We have used a CNN classification model of deep 

learning technique to analyze the age of elephants. Peak analysis shows 87% accuracy. When we compared manual 

age estimation with technical estimations accuracy was 89%.. In the future, we increase the data set to reduce the 

loss function. We will increase the number of samples in the miner class. This will improve the class im balance and 

give a more accurate result. In future we will test our model with more dataset to increase the accuracy of our model. 
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