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ABSTRACT 

 

Today data analytics and data mining are the key attraction for researchers in machine learning. Serious network 

security issues and intrusions are found in individual and organizational Computers and on the web. In computer and 

web usage, vulnerable and suspicious events and activities are increased. With the rapid growth in computer 

technology and networking services, a considerable amount of data is getting generated on the web. Traditional data 

processing applications are not sufficient and inadequate to deal with these vast data. It consists of not only 

traditional threats but also many real-time threats known as attacks. NSL KDD dataset consists of 42 features and 37 

attack types, CICIDS 2017 dataset consists of around 80 features and real-time attacks of Brute force attack, Botnet 

attack, Heartbleed, Infiltration, Web attacks. To efficiently deal with this vast amount of data, consisting of real-time 

attacks, there is a need to advance data mining techniques. There are challenges of performance improvement, 

accuracy, security, and privacy with the existing traditional data mining techniques.  Machine-learning techniques 

and applications of prime concern are Feature reduction, Decision tree techniques, Neural Networks, Genetic 

algorithm, Ensemble Techniques, Statistical techniques. Here a model for the effective classification of intrusion 

datasets consisting of real-time attacks is presented to explore data processing, data analysis and security challenges 

issues. Result analysis on NSL KDD Dataset is also presented with specific decision tree and ensemble data mining 

techniques, which shows the performance of models with CFS Feature selection techniques. It is observed that 

models are maintaining good results with fewer features of the dataset. With 18 features, the accuracy of Random 

forest is 88.1%, the accuracy of REPTree is 84.8%, the accuracy of Bagging is 87.09%, and the accuracy of boosting 

is 87.09%, which are comparatively good with the accuracy of models with all 42 feature. A literature study of 

related work in the field is also presented to depict sever machine learning techniques applied on datasets of KDD 

cup99, NSL KDD, CICIDS 2017.    

 

Keywords: Datasets, Data mining, Machine learning technique, Classification, Feature reduction, Genetic 

algorithm, Neural network, Ensemble Technique. 

  

1. INTRODUCTION 

 

Information and network security is a critical concern in the era of computer and network services. With rapid 

development in computer technology and networking services, individuals, scientific organizations, and business 

organizations need to maintain information security. Malicious activity and intrusions are increasing in the computer 

network and web with technological advancement. Data mining has become of prime concern for scientific and 

business organizations to deal with vast amounts of structured and unstructured data sets. Machine learning 

techniques are used in Data mining, which is the process of discovering knowledge and exciting patterns from a 

huge amount of data (Nejad et al., 2008).  

 

Many research institutions and organizations deal with a massive amount of structured and unstructured data in 

today's technological era. Challenges for these organizations and researchers are to detect intrusions (or attacks) 

more accurately and efficiently. Machine learning techniques play an essential role in dealing with these types of 

data. Security challenges are the prime concern. Classification, Clustering, and Regression are used to identify and 

ensure security measures with machine learning. A variety of computer security threats necessitate intrusion 

detection systems and intrusion prevention systems to be highly effective. 
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Intrusion detection systems (IDS) monitor the behavior of a network system or Computer System to detect potential 

security problems. Security violations can be defined as different events or activities like integrity, confidentiality, 

availability, or bypassing the security wall of the network system. Data mining techniques are used in Intrusion 

Detection systems. Data mining is often referred to as Knowledge discovery of data (Xu et al., 2014). To extract 

knowledge from data following steps are performed in KDD: Data preprocessing, Data transformation, Data mining, 

and Pattern evaluation and presentation. 

 

For the experimental and research purpose, different datasets are available, such as DARPA98, KDD99, NSLKDD, 

ISC2012, CAIDA and ADFA13, which researchers use to evaluate performance of their proposed Intrusion 

Detection and Intrusion Prevention models. For the practical evaluation of the performance of the Intrusion 

Detection model, it is desired to know the sophisticated structure of these datasets, which consist of diverse nature of 

attacks and feature sets.   The intrusion detection system is used as a network defence system with the aim of 

security administration to forecast malicious events such as intrusions. Thus research on IDS domains motivated 

researchers to propose better IDS models over the years. 

 

In the current computer technology era, machine learning is the centre of attraction for data mining researchers. 

Organizational and individuals information in the Computers and Web is going through severe issues of threats and 

intrusions. 

 

The goal of the research is to help Intrusion Detection Systems better detect and mitigate vulnerabilities with the 

help of a variety of machine learning algorithms. The general objectives of the research are: 

 

 This paper provides a taxonomy of work in ensemble classifiers applied to the intrusion detection system. 

 Informative and promising feature selection using Feature selection techniques. As NSL KDD dataset 

consists of 42 sets of features, while CICIDS2017 consists of more than 80 network traffic features.  

 Design a suitable framework using ensemble methods based on a decision tree, neural networks, and 

evolutionary algorithms like genetic algorithms for intrusion detection with enhanced performance. 

 In order to deal with the real-time attacks, performance of different models should be tested with datasets 

that represent the network structure of different scenarios.NSL KDD dataset consists of four categories of 

attacks which are DOS, R2L, U2R and Probing (Sun et al., 2010), while cicids2017 consists of seven 

categories of attacks which are Brute force attacks, Heartbleed attacks, Botnet attacks, DoS, DDoS, Web 

attacks, and Infiltration attack (Ring et al., 2019). The objective of the research is to test the accuracy and 

performance of the models with these real-time attacks. 

 

Further, in the second section of the paper, different machine learning techniques are explained. The third section 

defines machine learning techniques. In the fourth section, some of the recent work done by researchers is in tabular 

form. The methodology is explained in the fifth section, while the result and performance analysis is in the sixth 

section. Finally, the paper concluded in the seventh section by mentioning findings of the work and future scope.     

 

2. MACHINE LEARNING TECHNIQUES 

 

Data mining is the process of the discovery of knowledge and valuable patterns (Nejad et al., 2008). Machine 

learning techniques are used in the process of data mining. There are different types of machine learning techniques 

that perceive and generate knowledge for fraud detection. These techniques are used for classification, Regression 

and Clustering in order to extract information and detect intrusions.  Different types are decision trees, artificial 

neural networks, genetic algorithms, statistical techniques, ensemble techniques etc.   

 

Techniques, which are a rule-based tree structure to classify data, are used to define decision sets. Classification is 

performed through a set of decisions. The decisions in the tree structure can be viewed as representing this 

information. The data samples travel from the root to the leaf node through multiple branches (Shrivas et al., 2013). 

Types of decision tree techniques are CART, REPTree, Random Forest etc. (Tsai et al., 2009). REPTree is 

considered a fast decision tree learner. It uses information gain as the division criterion to build decision trees, and it 

uses to reduce error pruning methods to prune them. The error reduction results in a more accurate classification 

tree, even with vast test and training data (Belouch et al., 2017). Random forest is a scheme to construct a set of 

predictors, among which decision trees grow in a randomly selected data subspace. Random Forest is a type of 
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ensemble classification algorithm. Construct numerous decision trees, each of which employs a subset of attributes, 

is the notion behind creating a classifier model. Thus Random forest is a combination of tree predictors so that each 

tree depends on the value of an independently sampled random vector (Biau, 2012). 

 

Artificial Neural Network is a powerful predictive and processing technique. It is a non-linear predictive model, 

which can be learnt trained through data. Data are processed in many layers, either in a supervised or unsupervised 

manner (Hota et al., 2013). Statistical models have gained popularity in the field of data mining. These can deal in a 

systematic approach with noisy labels and minimal information (Chen, 2010). Statistical techniques are N.B., 

Bayesian net, SVM etc (Hota et al., 2013). An evolutionary search technique is called a genetic algorithm. A genetic 

algorithm is a way of computing results for an algorithm based on the data of many individuals. These individuals 

are called "populations," and they are data representations for the problem input data. The optimal solution is 

discovered through a chromosome fitness function (Azar et al., 2014). The fitness function selects the best solution 

and defines selection criteria to evaluate the individuals who can take part in the process (Aziz et al., 2013). 

 

In the Ensemble classifier, several machine learning techniques are combined to gain significantly improved 

performance. An ensemble model is a combination of two or more IDS techniques to detect the attack, overcome the 

limitations of individual models, and achieve high performance (Abawajy et al., 2014). Types of Ensemble 

techniques are Bagging, Boosting and Stacking. Bagging can be used with many classification methods to reduce 

the variance associated with predictions, thereby improving the prediction process. The idea is to take a lot of 

bootstrap samples from the available data, apply some prediction methods to each bootstrap sample, and then 

combine the results by voting for classification. Boosting is a committee-based strategy for increasing the accuracy 

of classification. Boosting takes a weighted average of findings from various samples after using a prediction 

method. Furthermore, when using boosting, the samples utilized at each step are not all selected from the same 

population. As a result, boosting is an iterative process that incorporates weight. 

 

3. FEATURE SELECTION TECHNIQUES 
 

In the current era, Feature selection is becoming an essential part of intrusion detection in order to gain high 

performance. Datasets in the field are composed of numerous features. Features differ in relevancy. For better 

performance, it is essential to select the relevant features (Hota, 2015). However, it may be unnecessary or 

redundant to include any of these features since the information is already included elsewhere. Computation time is 

affected, which results in slower IDS performance. Feature selection is used to find the best relevant features for the 

classification of training and testing data. (Bolon-Canedo et al., 2011). 

 

Different feature selection techniques are: 

 Correlation Feature Selection (CFS),  

 Information Gain,  

 Gain Ratio.  

 

Feature selection using correlation functions is known as correlation feature selection (CFS).  CFS is a basic filter 

technique that ranks feature subsets using a heuristic evaluation function based on correlation. The evaluation 

function is biased in favor of subsets with attributes that are substantially correlated with the class but uncorrelated 

with one another. Irrelevant features should be discarded because their correlation with the class will be less. 

Because they will be substantially associated with one or more of the remaining features, redundant features should 

be screened out (Shahbaz et al., 2016). The method of feature evaluation called I.G.(Information Gain) defines the 

information provided by the attribute items as the amount of information provided by the text category. The gain 

Ratio Feature selection method is used to rank the attributes of high dimensional datasets. 

 

4. RELATED WORK IN THE FIELD 
 

Research work in the field of machine learning and data mining has been in continuation since 1980. Every year 

new security challenges are encountered with the technological advancement in computer science and networking 

services. Researchers are working to identify security challenges and to design appropriate models and techniques 

for the solution. In today's scenario, data mining is one of the prime interests of research areas for researchers in 

computational science. There are numerous data mining techniques used for knowledge discovery. Mining 
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techniques of critical attention are ensemble techniques, Genetic algorithms, Fuzzy logic and big data analytics to 

explore data processing and security challenges.  

 

Datasets in the current era consisting of numerous real-time attacks, to which traditional data processing systems are 

not sufficient to deal. There is a need for advancement in data processing techniques and services. Many authors 

trained their model with KDD cup99 dataset and NSL KDD dataset. NSL KDD is the extended version of the KDD 

cup dataset, which consists of 41 features. Some recent works are with CICIDS 2017 datasets composed of around 

80 features and numerous real-time attacks, which are  Brute force attack, Botnet attack, Heartbleed, Infiltration, and 

Web attacks. A literature study of work in the field is presented in Table 1.  

 

Table 1: Comparison of results achieved by different authors using various methods 

 

Reference Dataset and Techniques Observation & Outcome 

Bansal et al. (2019) NSL KDD, CICIDS 2017, 

SVM, Neural Network, 

Ensemble classifier 

DDR scheme provides better results with accuracy 

and computational time. 

Alrowaily et al. (2019) CIDS 2017, Adaboost, 

MLP,DT,NB,KNNQDA,RF 

Techniques result in high accuracy,  precision and 

recall. 

Tao et al. (2018) Genetic algorithm (G.A.) and 

support vector machine 

(SVM) 

Increased intrusion detection rate with accuracy and 

true positive rate; reduces the SVM training time and 

decreases the false positive rate. 

 

Nema et al. (2016) NSL KDD, SVM, GA Accuracy of 98.30% achieved. 

Ever et al. (2019) NSL KDD, BPNN, SVM, 

Decision Tree 

It delivers excellent results when utilised with training 

ratios that are considered, while preventing a 

significant decrease in accuracy. 

Katkar et al. (2013) KDD cup99, Naive Bayesian, 

J48, Ensemble classifier 

Accuracy of Naive Bayesian classifier is improved 

with Feature Selection. provides maximum accuracy 

of 99.89785% 

Abawajy et al. (2014)  Large iterative multitier 

ensemble classifiers(LIME) 

The outcome with AUC 0.998 

Hedar et al. (2015) AGAAR algorithm Reducing the dimensionality of the dataset results in 

improved classifier accuracy. With this reduction, 

both memory and CPU time are improved. The 

classification  increased from 75.98% to 81.44%. 

Roy et al. (2014) KDDcup99, Ensemble-based 

Stacking Approach. 

The accuracy rate is 82.7206%. 

Bolón-Canedo et al. 

(2011) 

KDD Cup 99, Combination of 

discretization, filtering and 

Naive Bayes, C 4.55,   

While other classifiers are computationally slower and 

less efficient, machine learning algorithms have the 

benefit of being faster and more economical in use of 

resources. 

Abadeh et al. (2011) Genetic fuzzy system In the Michigan approach, GFS, genetic operators 

(crossover and mutation) are used to guarantee valid 

individuals and results in a good performance. 

 

The works depicted above clearly describes that different author’s use different standalone machine learning 

techniques and ensemble Techniques. They trained their model with different datasets like KDD cup99, NSL KDD, 

CICIDS 2017.  One of the everyday observations from all mentioned works is to improve performance in terms of 

computational time, accuracy, memory and CPU time, or feature reduction and efficiency.   

 

5. METHODOLOGY 

 

In this research, the proposed work is explained in different categories: feature selection, model designing and 

validation, Performance evaluation of models, and comparative performance study. In this section, Informative 

feature selection, model designing and validation is explored. 
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5.1 Informative feature selection 

 

The selection of features selects the relevant features and discards irrelevant features and provides a subset of 

features that correctly define the given problem with high performance. Additional functions may lead to high 

calculation time and have an impact on IDS performance. Feature selection improves classification by looking for a 

sub-set of features which best classifies the IDS model through training and test data (Hota et al., 2018). NSL KDD 

dataset consists of 42 sets of features, while CICIDS2017 consists of more than 80 network traffic features. An 

evolutionary algorithm (gene selection based on informative feature selection) will be developed to select the most 

promising and best feature. 

 

Here correlation feature selection (CFS) technique is used to select promising features in the process of intrusion 

detection. The feature selection process is depicted in figure 1given below. 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Feature Selection 

 

 

5.2 Model Building and Validation 

 

A Framework is designed for the research, which consists of model building and validation phase. In the model-

building phase, standalone machine learning techniques like decision trees and ensemble techniques based on 

evolutionary techniques like genetic algorithms and neural network fuzzy logic should be used. A training set of 

data should be applied for the model building, while a model validation test set should be used.  

 

A model can be developed with the training set of data. A training set of data consists of labelled data, where data 

definitions, whether it is average data or attack-type of data, are clearly defined. Thus these data are known training 

data and used in the model building phase. 

 

Dataset 

 

Pre Processing 

Feature Selection: IG,GR,CFS, 

Gene-based Evolutionary 

algorithm (Fitness Function) 

 

Informative Feature 

Classifiers 

Decision Tree, Neural Networks, 

Ensemble Classifiers (Based on 

Evolutionary Algorithm) 

Performance (Accuracy, 

Precision, Recall etc. ) 
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Once the model builds with the training set of data, then models are validated with the test set of data. The testing 

set of data consists of unlabeled data. A trained model classifies this unlabeled test set of data. With the 

classification outcome model validated. With good results, validated models are considered for real-time 

implementations. This framework of model training and testing is depicted in figure 2. 

 

In the process of model building and validation, different machine learning techniques are used. Here REPTree, 

Random tree, Bagging and Boosting techniques are used in the evaluation process. Performance of the model is 

measured in terms of accuracy, precision and recall. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Data Mining model 

 

 

6. PERFORMANCE AND RESULT ANALYSIS 
 

Classifier result is evaluated using confusion matrix with accuracy, precision and recall (Mukherjee et al., 2012), 

where  

 

 Accuracy is defined the proportion of the total number of correct forecasts.  

 Precision is the proportion of the positive cases which had been predicted to be correct. 

 The recall is the proportion of positive cases identified correctly. 

 

This paper's result analysis on NSL KDD Dataset is presented with specific decision trees and ensemble data mining 

techniques. CFS Feature selection technique applied on the dataset to trace best features to classify the dataset with 

high accuracy. Techniques used are REPTree, Random tree, Bagging and Boosting. Initially, models are tested with 

all 42 features of the dataset.  

 

All 42 features of the NSL KDD Dataset are(Shahbaz et al., 2016) are depicted in the table 2 depicted below. 

 

 

 

Training 

Dataset 
Test 

Dataset 

Pre- Processing Feature Selection: IG, 

GR,CFS, Gene-based 

Evolutionary algorithm 

 

Classifier Techniques: 

 Decision Tree, 

 Neural Networks, 

Ensemble 

 Classifiers (Based 

on Evolutionary 

Algorithm) 

 

Performance Comparison 

(No. of Features, Accuracy, Precision, 

Recall etc. ) 
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Table 2: All 42 feature of NSL KDD Dataset 

 

S. No. Attribute Name S. No. Attribute Name 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

Protocol_type, 

Service, 

Duration, 

flag, 

src_bytes, 

dst_bytes, 

wrong_fragment, 

urgent, 

hot, 

num_compromised, 

land, 

num_failed_logins, 

logged_in, 

root_shell, 

num_shells, 

su_attempted, 

num_root, 

is_host_login, 

num_file_creations, 

num_access_files, 

srv_count, 

 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

32 

33 

34 

35 

36 

37 

38 

39 

40 

41 

42 

num_outbound_cmds, 

is_guest_login, 

count, 

serror_rate, 

rerror_rate, 

srv_serror_rate, 

same_srv_rate, 

srv_rerror_rate, 

diff_srv_rate, 

srv_diff_host_rate, 

dst_host_count, 

dst_srv_host_count, 

dst_host_same_srv_rate, 

dst_host_same_src_port_rate, 

dst_host_diff_srv_rate, 

dst_host_srv_serror_rate, 

dst_host_serror_rate, 

dst_host_srv_diff_host_rate, 

dst_host_rerror_rate, 

dst_host_srv_rerror_rate, 

class. 

 

Through the Correlation Feature selection technique best 18 features are selected for the classification of the dataset. 

Selected features are depicted in table 3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The performance of models with all 42 features is depicted in table 4 given below. A graph is also plotted for the 

classification performance with all 42 features in figure 3. 

 

 

 

 

 

 

 

 

 

Table 3: Selected Attributes (18) by CFS Feature Selection 

 

S. No. Attribute Name S. No. Attribute Name 

1 

2 

3 

4 

5 

6 

7 

8 

9 

protocol_type 

service 

flag 

src_bytes 

dst_bytes 

wrong_fragment 

hot 

logged_in 

count 

10 

11 

12 

13 

14 

15 

16 

17 

18 

serror_rate 

same_srv_rate 

diff_srv_rate 

dst_host_diff_srv_rate 

dst_host_same_src_port_rate 

dst_host_srv_diff_host_rate 

dst_host_serror_rate 

dst_host_rerror_rate 

class 
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Figure 3: Classification with all 42 features 

 

The performance of models with feature selection (18 features) is depicted in table 5 given below. A graph is also 

plotted for the classification with selected 18 feature set in figure 4. 
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98

Random
Forest

REPTree Bagging Boosting

Accuracy(%)

Precision(%)

Recall(%)

Table 4: Classification with all features of the NSL KDD dataset 

Techniques Accuracy(%) Precision(%) Recall(%) 

Random Forest 86.02 88.9 92.3 

REPTree 88.1 87.5 94.2 

Bagging 87.09 85.7 92.3 

Boosting 88.17 87.7 96..2 

Table 5: Classification with 18 features of NSL KDD dataset 

Techniques Accuracy(%) Precision(%) Recall(%) 

Random Forest 88.17 87.5 94.2 

REPTree 84.9 85.2 88.5 

Bagging 87.09 85.7 92.3 

Boosting 87.09 90.6 92.3 
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Figure 4: Classification with selected 18 features 

 

The above results show that with feature selection, models are performing well. Decision tree techniques and 

ensemble techniques are maintaining good results with the dataset. Standalone techniques Random forest maintains 

the accuracy of 86.2%, and REPTree maintains the accuracy of 88.1 with all 42 features of the dataset, while with 

feature reduction maintaining the accuracy of 88.1 % and 84.9 %, respectively.  With all 42 features, the accuracy of 

Bagging is 87.09% and boosting is   88.17%, while with feature selection (18 features), Bagging is maintaining the 

accuracy of 87.09% and Boosting is 87.09%.  Precision and recall is also recorded for the models to depict the 

performance. 

 

7. CONCLUSION  
 

In this paper, a model for effective classification of intrusion datasets consisting of real-time attacks is presented to 

explore data processing, data analysis and security challenges issues. The performance of different models is tested 

on the NSL KDD dataset. CFS feature selection technique is applied on the models; It is observed that fewer 

features of the dataset also models are maintaining good results. With 18 features, random forest accuracy is 88.1%, 

REPTree accuracy is 84.8%, Bagging accuracy is 87.09%, and boosting accuracy is 87.09%, which are 

comparatively good with the accuracy of models with all 42 features. A literature study of work in the field is also 

presented. Result analysis of the NSL KDD dataset and Literature study depicts that standalone techniques and 

Ensemble techniques perform well. Still, there is a need for advancement in machine learning techniques to achieve 

high accuracy.  NSL KDD dataset consists of 42 features, CICIDS 2017 dataset consisting of around 80 features 

with severe attacks, which it needs to be explored to identify real-time attacks. Other Evolutionary algorithm needs 

to be tested for the informative feature selection to achieve high performance, while Standalone decision tree 

techniques, neural network, ensemble techniques, Genetic evolutionary algorithm can be tested for model evaluation 

and performance analysis on different datasets. 
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