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ABSTRACT 

In this research, we employ Wavelet-based feature vectors in Hidden Markov Models to achieve automatic recognition 

of isolated Gujarati speech. To do this, we first created a Gujarati voice dataset of numbers one to ten uttered by eight 

individuals. The dataset was then enlarged utilizing data augmentation techniques. Wavelet-based feature vectors, 

Mel-Frequency Discrete Wavelet Coefficients (MFDWC), were then employed for dimensionality reduction and vital 

feature extraction. These feature vectors were used to compute the observation probabilities using Gaussian Mixture 

Models (GMM). Further, these probabilities were used in Left-to-right whole-word Hidden Markov Models (HMM) 

with a different number of states. The Baum-Welch algorithm was used to train the HMM parameters. Finally, the 

trained HMM was used to classify the test speech. Using confusion matrices and several classification metrics, the 

classification accuracy of the original and augmented datasets is compared. 

 

Keywords: Automatic Speech Recognition (ASR), Wavelet coefficients, Gaussian Mixture Model (GMM), Hidden 

Markov Model (HMM), Gujarati language.  

 

1. INTRODUCTION 

 

Automatic Speech Recognition (ASR) is the procedure of creating an intelligent system that can identify a human 

speech utilizing the data contained in a digital speech signal. Such systems are advantageous for everyday tasks such 

as hands–free computing, providing instructions to home appliances, automatic voice dialing, and developing a speech 

user interface. Despite decades of study by researchers, engineers and scientists throughout the world, we are still on 

a journey of developing an accurate ASR system that can recognize a speech without any error (Juang et al., 2005).  

 

ASR is a multidisciplinary issue (Rabiner et al., 2010). It demands skills and knowledge in a wide range of disciplines 

including languages, acoustics, signal processing, machine learning, pattern recognition, programming, and applied 

mathematics and statistics. Another difficulty is that a voice signal contains both background noise and differences in 

speaker pronunciation.  

 

According to the most recent census statistics (Language: India, State and Union Territories, 2011), there are 55.4 

million Gujarati speakers in India. However, due to Gujarat's 79.31 percent literacy rate (Provisional Population totals, 

2011), not everyone can use computers, machines or smart gadgets due to a lack of English literacy, particularly in 

rural regions. ASR is extremely valuable when used to a low-resource Indian regional language such as Gujarati. Such 

effort becomes important in order to assist individuals who can only communicate in their native tongue Gujarati. 

People with disability in finger or palm, who are incapable of utilizing input hardware devices, can send commands 

to computers, machines or smart gadgets using their voice via a speech user interface. Such people would benefit 

significantly from a speech user interface in the Gujarati language. ASR in the Gujarati language is a challenging 

problem. Gujarati languages have more phonemes compared to other languages. The language is phonetically distinct 

from other Indian languages. Correct pronunciation necessitates proper articulations. The vowels એ and ઓ have two 

different accents (Cardona et al., 2007). Gujarati has a retroflex lateral flap ળ. When compared to other Indian 

languages, the consonant જ્ઞ is pronounced in a different way. 

 

Feature extraction is the first essential task of ASR. The Mel–Frequency Cepstral Coefficients (MFCC) approach 

(Davies et al.,1980), which is based on the Fourier transform of a windowed signal, is frequently used for identifying 
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vital features from the speech data. Instead, we used the wavelet transform in this approach. A wavelet-based feature 

extraction approach Mel-frequency Discrete Wavelet Coefficients (MFDWC) (Gowdy et al., 2000), was employed in 

this work. Then for the recognition, Hidden Markov Models (HMM) and Gaussian Mixture Models (GMM) are used 

jointly to classify speech characteristics. 

 

The incorporation of Wavelet-based features at the front end is a novel aspect of this study. Wavelets are helpful for 

methodically removing noise from an audio signal, resulting in a more accurate representation of the information than 

the original signal. Furthermore, as compared to other de-noising techniques, the calculations of the wavelet 

coefficients are quicker (Shukla et al., 2013). 

 

The paper is divided into six sections. It begins with an introduction, followed by a review of the literature and a 

discussion of the objectives. The methodologies are then briefly outlined in section 4. The fifth part goes over the 

experiments and outcomes in depth. The paper concludes with sections of conclusions and suggestions for further 

research. 

 

2. LITERATURE REVIEW 

 
In the recent decade, researchers have begun to investigate the Gujarati language for speech recognition studies. 

Progress has been assessed by a few authors. The authors of (Kurian, 2014) examined this development for various 

languages, including Gujarati. The most recent survey is available in (Parikh et al., 2020). According to these studies, 

Gujarati is a low-resource language, and further study is needed for it. Many researchers are working in the generation 

of Gujarati speech data. The writers of (Malde et al., 2013) and (Madhavi et al., 2014) generated speech data for Indian 

languages, including Gujarati. The data for emotion detection is created over the course of the work of (Tank et al., 

2020). Researchers are employing a variety of strategies for recognition, including Vector Quantization (Chauhan et 

al., 2015), Artificial Neural Networks (Patel et al., 2013) (Desai et al., 2016), and Support Vector Machines (Chittora 

et al., 2014). The HMM technique is employed in the works of (Patel et al., 2015), (Valaki et al., 2017), and (Tailor 

et al., 2018). Some of the most recent works are based on Machine Learning and Deep Learning (Raval et al., 2022). 

In contrast to all the previous studies, we used a wavelet-based speech features MFDWC in conjunction with a GMM-

based HMM in our study. As a result of this literature review, we outline the objectives of our study, which 

distinguishes our work from existing publications. 

 

3. OBJECTIVES  

 
Previously, we employed Dynamic Time Warping (Pandit et al., 2014), Artificial Neural Networks (Pandit et al., 

2014a), Radial Basis Function Network (Pandit et al., 2016) for the recognition, and MFCC for feature extraction. We 

changed the feature extraction approach to MFDWC in (Pandit et al., 2017) and in (Pandit et al., 2021). In this paper, 

we aim to evaluate the performance of HMM in categorizing digits 1 to 10 spoken in Gujarati using wavelet-based 

features. Our objectives are essentially divided into five stages, as shown in Fig. 1. 

 

 
Figure 1: Objectives of this work 

 

The first and most important objective is to generate speech data in form of recordings of digits one to ten pronounced 

in Gujarati by diverse speakers. The data is then pre-processed by removing noise and cropping the silent zone. The 

most important objective of this study is feature extraction, which involves finding important features from speech 

using wavelet coefficients. The next objective is to generate HMM for each word for all the speakers. The acoustic 

model of the HMM can be constructed in a variety of ways, but our objective is to employ GMM. Finally, the 

classification step's goal is to classify the unknown test word in one of the ten classes defined by the ten HMMs. 

 

 

4. METHODOLOGIES 
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The approaches utilized for our voice recognition experiments are divided into two stages. The first stage is the feature 

extraction process using MFDWC. Then, in the second stage, an acoustic model is built using GMM employing these 

features. HMM incorporates the observation probabilities obtained from the acoustic model. The features of unknown 

speech are matched to HMMs built for each word. The model with the highest score is chosen as the best model. 

 

4.1 Feature extraction 

 

Most commonly used methods for feature extraction are Linear Predictive Coding, Perceptual Linear Prediction, Mel 

Frequency Cepstral Coefficients (Juang et al., 2008). We have used a wavelet-based feature extraction method: Mel-

Frequency Discrete Wavelet Coefficients (MFDWC) (Gowdy et al., 2000). To determine these features, first step is 

pre-emphasizing the signal. In this step, first order filter defined by equation (1), is applied on the speech signal 𝑥(𝑛) 
to make signal less prone to noise. 

𝑠(𝑛) = 𝑥(𝑛) − 𝛼 𝑥(𝑛 − 1) (1) 

  

Here, 𝑛 is a sample number and 𝛼 is constant. Since the speech signal is dynamically varying signal, the next step is 

to divide the signal into number of frames with frame size 𝑁 and having 𝑀 overlapping samples with the neighboring 

frame. So, we get 

𝑠𝑖(𝑡), 1 ≤ 𝑡 ≤ 𝑁 (2) 

 

Here, 𝑖 is the frame number. This step is required so that in a small frame the variations are less. To minimize the 

discontinuities in the signal, the Hamming window (3) is applied on each frame 𝑠𝑖.  

𝑤(𝑡) = (1 − 𝛽) − 𝛽 cos (
2𝜋𝑡

𝑁 − 1
) (3) 

In the next step, the energy of the absolute value of Fourier transform, i.e. power spectrum, is determined for each 

frame using (4).  

𝑝𝑖(𝑘) =
1

𝑁
|∑ 𝑠𝑖(𝑡) 𝑤(𝑡) 𝑒

−
2𝑗𝜋𝑘𝑡

𝑁

𝑁−1

𝑡=0

|

2

 (4) 

  

Here, 1 ≤ 𝑘 ≤ 𝑁/2. This step is necessary, to do the analysis in the frequency domain. Now these frequencies need 

to be converted to mels using (5) because human ears receive frequency on the logarithmic scale.  

𝑀(𝑓) = 1125 ln (1 +
𝑓

700
) (5) 

  

After shifting to the mel-scale, a filter bank of triangular filters (6) is applied on (4) for each frame, which gives (7).  

𝐹𝑗(𝑘) =

{
 
 
 

 
 
 

𝑘 −𝑀(𝑗 − 1)

𝑀(𝑗) − 𝑀(𝑗 − 1)
,

𝑀(𝑗 + 1) − 𝑘

𝑀(𝑗 + 1) −𝑀(𝑗)
,

0,

               

𝑀(𝑗 − 1) ≤ 𝑘 ≤ 𝑀(𝑗)

𝑀(𝑗) ≤ 𝑘 ≤ 𝑀(𝑗 + 1)

Otherwise

 (6) 

𝑝𝑚 =∑𝑝𝑖(𝑘) 𝐹𝑗(𝑘)

𝑁/2

𝑘=0

 (7) 

Here, 𝑗 is a filter index, 𝑀(𝑗) are mel-scaled frequencies. Finally, the MFDWC feature vectors are calculated by 

applying the Discrete Wavelet Transform to the mel-scaled log filter bank energies of each speech frame.  

 

The general expression of a discrete wavelet transforms (DWT) for a discrete signal 𝑋[𝑛], having 𝑀 samples, is given 

by approximations (8) and details (9). 

𝑊𝜙[𝑗0, 𝑘] =
1

√𝑚
∑𝑋[𝑛]𝜙𝑗0,𝑘[𝑛]

𝑛

 (8) 

𝑊𝜓[𝑗, 𝑘] =
1

√𝑚
∑𝑋[𝑛]𝜓𝑗,𝑘[𝑛]

𝑛

,   𝑗 ≥ 𝑗0 (9) 
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Here 𝜙𝑗0,𝑘 is a discrete scaling function and 𝜓𝑗,𝑘[𝑛] is a discrete wavelet function having 𝑀 components each (Liu, 

2010). Approximations and details give the DWT of a given signal. Applying the DWT on (7), we obtained 13 

coefficients per frame for each signal. These coefficients are used to train HMM parameters for each word.  

 
4.2 Hidden Markov Model (HMM) 

 

The HMM comprises of 𝑁 states {𝑆1, 𝑆2, … , 𝑆𝑁} and 𝑇 observations {𝑜1, 𝑜2, … , 𝑜𝑇}. The states are hidden. The 

parameters of HMM are initial state probabilities 𝜋𝑖 = 𝑃(𝑆𝑖  at time 𝑡 = 1), state transition probabilities 𝑎𝑖𝑗 =

𝑃(𝑆𝑗  at time 𝑡 + 1 | 𝑆𝑖  at time 𝑡) and observation probabilities 𝑏𝑗(𝑜𝑘) = 𝑃(𝑜𝑘  at time 𝑡 | 𝑆𝑗  at time 𝑡 + 1). These 

HMM parameters are trained using Baum-Welch algorithm (Rabiner et al., 1989). Let 𝜉𝑡(𝑖, 𝑗) = Joint probability of 

being in state 𝑆𝑖 at time 𝑡 and state 𝑆𝑗 at time 𝑡 + 1 and 𝛾𝑡(𝑖) = Probability of being in state 𝑆𝑖 at time 𝑡. The algorithm 

is given by equations (10)-(12).  

𝜋∗ = 𝛾1(𝑖) (10) 

𝑎𝑖𝑗
∗ = ∑𝜉𝑡(𝑖, 𝑗)

𝑇−1

𝑡=1

  ∑𝛾𝑡(𝑖)

𝑇−1

𝑡=1

⁄  (11) 

𝑏𝑗
∗(𝑜𝑘) = ∑ 𝛾𝑡(𝑗)

𝑇−1

𝑡=1
s.t.  𝑜𝑡=𝑆𝑘

  ∑𝛾𝑡(𝑗)

𝑇−1

𝑡=1

⁄  (12) 

The HMM with trained probabilities are then used for testing of unknown observations.  

 
4.3 Gaussian Mixture Model (GMM) 

 

For HMM, we need to determine observation likelihood 𝑏𝑗(𝑜𝑘) i.e., 𝑃(𝑜𝑘  at time 𝑡 | 𝑆𝑗  at time 𝑡 + 1). Here the 

observations are real-valued feature vectors. We have to represent it by a probability density function (PDF). GMM 

uses a linear combination of multivariate Gaussian distributions to determine the observation likelihood 𝑏𝑗(𝑜𝑘) using 

equation (13) (Jurafsky et al., 2008). 

𝑏𝑗(𝑜𝑘) = ∑ 𝑐𝑗𝑚
1

√2𝜋|Σ𝑗𝑚|

𝑒−
1

2
 (𝑜𝑘−𝜇𝑗𝑚)

𝑇
 Σ𝑗𝑚
−1  (𝑜𝑘−𝜇𝑗𝑚)

𝑀

𝑚=1

 (13) 

Here Σ𝑗𝑚 is the covariance matrix and 𝜇𝑗𝑚 is the mean for 𝑚th Gaussian PDF and for the 𝑗th feature vector. 𝑐𝑗𝑚 are 

the coefficients of GMM. Probabilities calculated this way are useful in HMM for the classification of words.  

The approaches described here are summarized in the Fig. 2, in the order indicated. The next section explains the 

experiments based on these methodologies. 

 

 
Figure 2: Methodologies used in this work 
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All the experiments are done using an open-source programming language Python. The experiments comprise of 

classification of Gujarati digits using MFDWC and HMM. For this, two python functions were coded. Standard 

libraries like NumPy, SciPy, Matplotlib, Pandas, PyWavelets, Scikit-Learn were included in the code. 

 

5.1 Data generation and pre-processing 

 

The audio data was generated by recording the speech in the 32-bit PCM wav format with the sampling rate of 16,000 

samples per seconds. The recording was done using common headphones in a normal room environment. The open-

source software Audacity was used for the pre-processing. The pre-processing consists of cropping unvoiced part from 

speech and removing noise from the voiced part. The recording consists of digits one to ten uttered in Gujarati language 

by eight speakers. This makes the database of 80 wav files. Data augmentation techniques like amplifying/de-

amplifying the signal were used to expand the dataset. Moreover, a random noise was also added, to make it more 

realistic for the applications. This way the expanded dataset consists of 160 samples. 

 

5.2 Feature Extraction 

 

For the feature extraction, MFDWC method was used. In the pre-emphasis step, 𝛼 = 0.97 in equation (1) was 

considered. Each word was divided into frames having length 𝑁 = 256 with 𝑀 = 100 samples overlapping. The 

hamming with 𝛽 = 0.46 in equation (3) was applied on each frame. The filter-bank consists of 20 triangular filters. 

Fig. 3 to Fig. 6 explains how MFDWC feature vectors of length 13 were determined using the filters associated with 

Daubechies – 6 wavelets as shown in the Fig. 7.  

 
Figure 3: Speech Signal and its framing and pre-emphasizing 

 

 
Figure 4: Various steps of MFDWC applied on sixth frame of the signal 
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Figure 5: Fourier transform and its power spectrum of entire signal 

 

 
Figure 6: MFDWC of entire signal 

 

 
Figure 7: Daubechies-6 wavelet function 
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5.3 Recognition 

 

For the recognition part, the HMM with GMM was used. The left-to-right HMM was created for each word. In these 

HMMs, the hidden states were the speech units hidden inside the recording and the observations were the MFDWC 

feature vectors. Different number of states from 2 to 7 were considered and the accuracy was determined in each case. 

The HMM parameters 𝜋𝑖 and 𝑎𝑖𝑗  were initialized randomly while the parameter 𝑏𝑗(𝑜𝑘) was initiated by determining 

the probability distribution of MFDWC features using GMM defined by (13). In this, the mean and the variance of 

each feature vector for each dimension was determined. The dataset was divided into training and testing using 

stratified sampling method with proportion of 12.5% of test patterns. Then these parameters were trained using 

equations (10)-(12) of Baum-Welch algorithm. During testing, given an unknown word, these trained parameters are 

useful to determine the HMM of the unknown word and this way we can identify the spoken word. 

 

5.4 Results 

 

The results obtained in various experiments are summarized in the Table 1. It displays the training time for the HMM 

in seconds as well as the accuracy gained when testing the unknown speech. These two parameters were calculated in 

the HMM for various number states for both datasets: original and augmented. 

 

Table 1: Summary of experiments performed 

 Original Dataset Augmented Dataset 

Number of 

States in HMM 

Training 

Time (sec) 

Test Accuracy 

(%) 

Training 

Time (sec) 

Test Accuracy 

(%) 

2 5.17 100 14.14 60 

3 5.38 100 14.93 65 

4 5.62 100 16.33 65 

5 5.76 100 16.15 70 

6 6.19 100 17.14 65 

7 6.33 100 17.78 65 

 

The test accuracy was determined using, 

Test accuracy =
Correctly classified test patterns

Total number of test patterns
× 100 (14) 

Fig. 8 and Fig. 9 shows confusion matrices between the test data and the predicted data for the original dataset and the 

augmented dataset. These confusion matrices are prepared for the 5-state HMMs for both Original and the augmented 

dataset. The correct classification yields the entry on the diagonals of the matrix.  

 
Figure 8: Confusion matrix for the original dataset 
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Figure 9: Confusion matrix for the augmented dataset 

 

Various classification measures like Recall, Precision and F-measure are calculated using (15)-(17) (Fawcett, 2006) 

for the 5-state HMMs for both the original and the augmented dataset to get more insight into how well the 

classification is done. 

 

Recall =
True postive 

Positive
 (15) 

Precision =
True postive 

True postive + False positive
 (16) 

F − measure =
2

1

Recall
+

1

Precision

 (17) 

 

The values of these classification measures are summarized in Table 2. 

 

 

 

 

 

Table 2: Summary of various classification measures 

 Original Dataset Augmented Dataset 

Digits Recall Precision F- measure Recall Precision F- measure 

1 1.00 1.00 1.00 0.67 1.00 0.80 

2 1.00 1.00 1.00 1.00 0.50 0.67 

3 1.00 1.00 1.00 1.00 0.50 0.67 

4 1.00 1.00 1.00 0.67 1.00 0.80 

5 1.00 1.00 1.00 1.00 0.50 0.67 

6 1.00 1.00 1.00 0.67 1.00 0.80 

7 1.00 1.00 1.00 0.67 1.00 0.80 

8 1.00 1.00 1.00 1.00 0.50 0.67 

9 1.00 1.00 1.00 0.50 0.50 0.50 

10 1.00 1.00 1.00 0.50 0.50 0.50 
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6. CONCLUSION AND FUTURE WORK 
 

6.1 Conclusion 

 

We used HMM to conduct ASR studies on isolated words uttered in the Gujarati language. The wavelet-based 

coefficients, MFDWC, were employed to collect vital features from the recorded speech. The word HMM was 

developed to classify the digits. The GMM was utilized to calculate the HMM's observation probability. These trials 

yielded 100 % accuracy for the original dataset. Moreover, 70 % accuracy was achieved for the augmented dataset 

with noise, which is a promising result. 

 

6.2 Future work 

 

Because these were our initial HMM studies, the dataset was limited and only consisted of words. As a result, one of 

the focuses of our future work will be to expand the dataset and add continuous phrases into it. In order to make this 

research more applicable for the applications, advanced signal processing algorithms for extracting words from 

sentences must be researched. Instead of the GMM technique, some researchers have investigated a hybrid approach 

that combines HMM with Artificial Neural Networks. In the future, we aim to incorporate Deep Learning and 

Convolutional Neural Networks into our experiments of Speech recognition for the Gujarati language. 
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